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ABSTRACT 

 
ARTICLE INFO 

Nowadays, with a growth of social media it has become a part of every man’s life so it 

can be used in analysis & prediction task. People share their feelings, opinion and 

viewpoints on the social media. Among that election is conducted to view the public 

opinion, where group of people choose the candidate by using votes, many methods 

are used to predict result. We use twitter data to predict outcome of election by 

collecting twitter data and analyze it to predict the outcome of the election by 

analyzing sentiment of twitter data about the candidates. 
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I. INTRODUCTION 

Election is most important part in terms of democracy 

because it is the bridge between the local citizens and 

ruling government. Opinion poll was introduced since the 

early 19th century but sometimes these polls fail to predict 

election results accurately. So there is an alternative way 

to predict election outcomes i.e. Web data. Web data 

provides enormous amount of information about any kind 

of topic which includes politics as well. In our proposed 

system we have used social media as a dataset because it 

provides data which includes politics as well. 

In our proposed system we have used social media as a 

dataset because it provides data which is up to date to 

predict result with the help of user made posts about 

criticize, praise or stand about political party or the 

respective candidate. This system proposes a method to 

predict the winning of political party or candidate by 

applying sentiment analysis on textual data, deep learning 

algorithm and Vec2word model.  

Data is collected from Twitter REST API and for that we 

applied for the open access under study purpose to Twitter 

Developer Team. Dataset imported from Twitter REST 

API which is for textual data and it is location based. This 

data is used to determine the live sentiment and we have 

generated graph based prediction and also we used NLP 

(Natural Language Processing) to segregating the views of 

people’s postings on social media platforms. Use of deep 

learning algorithm is for storing historic data like previous 

election data to determine future results more accurately. 

The aim of this system is to analyze the trends in election 

using location as the filter. Data collection is done on 

location based. By using this system Political Campaigns 

can be set up for improvising the chances of any political 

party to win and it can also be used in places like Stock 

Market, E-commerce websites song recommendations for 

better predictions and generating recommendations. 

 

                         II.   LITERATURE SURVEY 

 

Prediction of Election Using SVM Support Vector 

Machine (SVM) is used for classification for assigning a 

discrete class and for clustering which separates data 

points to different classes.[1] The main disadvantage of 

SVM in terms of Prediction is that it applies for labelled 

data only which might sometimes is in the form of 

unlabelled data so it may rise conflict between the 

proposed systems using SVM algorithm makes the 

training model complicated.[2] 

 Model for forecasting Electoral College This model was 

introduced by Berry and Bickers in 2012 which did not 

require pre-election polls on voting intentions. however 

this paper also contains out-of sample errors that are lower 

than the within-sample errors that was reported in 
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manuscripts by the developers. [3] The drawback of this 

model is that it does not use any previous historic data to 

predict the result which may reduce the chance of accurate 

prediction.[4] 

Lexicon Based Sentiment Analyser lexicon based 

sentiment analyser classifies the tweets based on the 

sentiment value. This classification is done by polarity and 

different measures i.e. positive, negative and neutral. The 

main drawback of using this system is that it cannot 

analyze different kinds of data and it does not support 

multi lingual sentiment.[5] 

Machine Learning algorithm for mining text Machine 

Learning algorithm require massive data sets to train and 

that data should be unbiased and should be of good quality. 

If the dataset contains biased and low quality data then 

that leads to high error susceptibility, data acquisition that 

misleads the train model using machine learning 

algorithms may sometime occur error in predictions as 

dataset pairs are unlabelled and biased. so that system fails 

to predict accurate result. So collectively use of deep 

learning algorithm along with the sentiment analysis on 

live Twitter dataset improves the accuracy of the 

prediction of the result.[6] 

Sentiment Analysis Using LEXIPERS. The Proposed 

system using lexipers were not successful in predicting 

result accurately due to cost of providing annotated data 

and this method is totally dependent on structure of 

language and need modification. As a result the polarity of 

result cannot be perfectly obtained using the lexipers.[7] 

Prediction using Aggregation Generally aggregation is 

used to aggregate sentiments of tweets to decide the 

winning. But the problem comes with both statistical and 

computational efficiency. while using the aggregation in 

prediction it has been seen the loss of data and that 

produced inaccurate predictions.[8] 

Election Prediction Based on Naive Stochastic Approach 

the basic idea about using this method is to pick up a 

vector and simulate the voting by rotating the wheel and 

with the preferences. But the Drawback of using this 

method is that this algorithm needs repetition of the values 

or pairs passed to it. instead of collecting the complete 

dataset and training the data.[9] 

 

                              III.   PROPOSED SYSTEM 

 

In our proposed system first of all we take the dataset 

from twitter through twitter API access. 

Then loading data into database using sqlite server in the 

form of text data & tabular data. After that data 

preprocessing carried out on that text & tabular data. In 

data preprocessing hashtags, punctuation marks, white 

space will be removed. Once data preprocessing done then 

data classification Will be carried out on preprocessing 

data naive bayes classification. In Simple term, a naive 

Bayes classifier assumes that the presence of a particular 

feature of a class is unrelated to the presence of any other 

features given in class variable. And here we use data 

from  Twitter data set. 

Here analysis use of Vader sentiment analysis. To classify 

either word is positive or negative. Vader not only tells 

about the Positivity and negativity score but also tells us 

about how positive or negative a sentiment is. 

Natural Language Processing(NLP) And Naive Bayes 

algorithm also used for sentiment analysis.  

And we get political Prediction in the form of Graph and 

Piechart. 

 

 
Fig 1: Architecture of Prediction using sentiment analysis 

 
IV. APPLICATIONS 

 

1. To know public opinions for political leaders and their 

Activities in terms of Development. 

2. In business and Government intelligence for knowing 

customer attitudes and trends in market. 

3. Detection of Insensitive data on social media platforms 

like Facebook, Twitter, Instagram Etc. 

4. Resolving Customer Experiences for growing sales and 

profit. 

5. For Analyzing Social Media return of investment on 

social media marketing 

 

V. RESULTS & OUTCOME 

 

 
Fig 2. Main Application Screen 

 

 
Fig 3. Positive & Negative Tweet Analysis 
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Fig 4. Scatter Plot on Live Data 

 

 
Fig 5. After Sentiment Analysis & Classification 

 

VII. CONCLUSION 

 

Our system generates location based prediction in the 

form of statistical data. the system uses Naive Bayes 

classifier, Natural Language Processing and Sentiment 

analysis on Live data so it Improves Accuracy in 

Prediction Analysis and Reduces Loss of Data. use of 

unsupervised learning algorithm reduces model training 

efforts as well. 
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