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ABSTRACT 

 
ARTICLE INFO 

Sentiment analysis is a vast term to classify user’s opinion using Natural Language 

Processing and Machine Learning  Approach. Most of researchers has done various 

methods for positive negative classification, aspect base classification .. Existing 

approaches methods utilize a preparation set and a test set for  classification. 

Training set is made of input feature courses and their corresponding class label. 

Aspect Based Sentiment Analysis(ABSA) is based on  two different things like related 

sentiment identification and aspect extraction. To do this task, its features play 

anvital role to find out the accuracy of selection model and feature extraction. To find 

out and choose from the unique features using NLP techniques improve the accuracy 

of the grouping. Feature selection technique help reduce the time complexity of 

system and improve prediction performance, a higher understanding of the 

information in machine learning classification and text mining is simply based on 

pattern recognition applications. The system also gives travel recommendation using 

aspect-based sentiment analysis using machine learning approach. System is able to 

do this with some NLP techniques and a few machine learning algorithms. The study 

after the experiment shows the effectiveness of proposed system with proposed 

execution. 
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I. INTRODUCTION 

People post their opinions freely due to rapid 

growth of internet or social media. The growth 

of internet technologies led to increase in online 

traveling and posting opinions about the places 

and restaurant. This has made customers to 

compare multiple places. It is difficult to analyse 

placesby overall comparison. Comparison of  

various subtasks like aspect term extraction as 

well as aspect opinion text extraction and 

aspectopinion/sentiment classification. Task of 

Sentiment classification is done at different 

levels like sentence and aspect level and 

document respectively. Below is the example 

from dataset of tourist survey. Tourist 

studieshave  major aspect categories as service, 

ambience, food, cost.So instead of determining 

throughout study of sentiment, its essential to 

extract the aspect and then determinesentiments 

for the aspect. In the following example, first 

sentence denotes  aspect related to food category 

and second sentence  has price and food aspect 

category.“The place was great”, “It is very costly 

and not too much stay” The focus of this work is 

to extract different categories of aspects fromre 

views sentences so this becomes the text 

categorization problem. When categories of 

aspect are defined and enough survey data is 

available, to forecast the  category of aspects 

supervised applications is used. The quality of 
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features extracted and selection is required to 

find the accuracy of supervised algorithm. To 

reduce the dimensionality of feature space, we 

proposed an supervised as well as unsupervised 

feature assortment approach. Feature selection 

methods needed to be classified into different 

aspect categories like wrapper, static and 

supervised and unsupervised  techniques. 

Selection of features can't conditional of any 

machine learning algorithm ,in filter based 

approach. features are preferred on the base of 

their numerical weight in this approach. In the 

dynamic approach, first different subsets of 

features are find out using evaluated one of the 

classifiers. The hybrid approach is the 

combination various feature extraction as well 

feature selection methods, it also used different 

machine learning algorithms, With respect to 

relevance, approach features are evaluated in 

univariate filter. Correlation between features 

and avoids repeated features are refer in 

Multivariate method. We are proposing a filter 

approach which selects relevant features.  

App collection strategies must be divided into 

different types of items such as identifiers, static 

techniques and mixed ones. Component 

selection can’t depend on any machine learning  

algorithm in filter-centric methods. In such 

cases, functions are preferred to depend on their 

numerical weight. 

Different subsets of functions are firstly 

introduced in the hierarchical system, and then 

evaluated using one of the classifiers. The hybrid 

method is the combination of different strategies 

of item extraction as well as the techniques of 

attribute selection and it is also used for specific 

algorithms for machine learning. 

For aspect classification designing and 

developing a method for various feature 

extraction and feature selection methods. We 

also need to check the performance of aspect 

category detection task using machine learning 

approach using lemmas, bi-tagged features, 

dependency rule-based features and concept-

based features. System also checks performance 

of aspect category detection task for imbalanced 

data distribution using combination of sampling 

methods &amp. Machinelearning classifiers. 

Finally we analyse the performanceof sentiment 

analysis task using sentimentlexicons and NLP 

essential. 

 

II. LITERATURE SURVEY 

 

Haoyue Liu et. Al. [1] proposed a system of 

feature selection for imbalanced data.Proposed a 

system of feature selection for imbalance data 

using weighted Gini Index (WGI) approach 

problem occurred by imbalanced data is solved 

according to the feature the impurity is measured. 

Asha S Maneket.Al. [2] proposed a aspect term 

extraction for sentiment analysis of movie 

review datasets.The test data is classified using 

SVM and Gini Index is used for feature selection 

after NLP processing this framework for 

sentiment analysis using SVM is compared with  

other feature selection methods on movie 

reviews and results have shown that 

classification by using this efficient method has 

improved the accuracy.  

Asriyanti Indah Pratiwi and Adiwijaya proposed 

a system [3] Feature Selection and Classification 

Based on Information Gain for Document 

Sentiment Analysis. Information Gain Classifier 

(IGC) is used to extract the various features from 

movie review dataset. Authors proposed IG-DF-

FS based hybrid method called a combination of 

Information Gain + Document Frequency 

Feature Selection etc. 

MahdiehLabaniet. al. [4] proposed a system 

multivariate filter method for feature selection 

which is used for various textclassify caution 

approach. This method focuses on the reduction 

of redundant features using minimal-redundancy 

and maximal-relevancy concepts. The proposed 

method takes into account document frequencies 

for each term, while estimating their usefulness. 

It not only selects the features with maximum 

relevancybut also the redundancy between them 

is taken into account using a correlation metric. 

Results obtained using this approach are better 

than state-of-the-art filter methods. 

Kyoungokkim [5] proposed An improved semi-

supervised dimensionality reduction using 

feature weighting Application to sentiment 

analysis.Semi-supervised dimensionality 

reduction framework that simultaneously 
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preserves the advantages of feature extraction 

and addresses the drawbacks for sentiment 

classification as well as linear feature extraction. 

Laith Mohammad Abualigah, Ahamad Tajudin 

Khader and Mohammed Azmi AI-Beta [6], 

proposed a system Unsupervised Feature 

SelectionTechnique Based on Genetic Algorithm 

for Improving the Text Clustering. The genetic 

algorithm (GA) to solve the unsupervised feature 

selection problem, namely, (FSGATC). This 

method is used to create a new subset of 

informative features in order to obtain more 

accurate clusters. 

Kim Schouten,Onne van der Weijde,Flavius 

Frasincar, Rommert Dekker [7] proposed An 

UnSupervised and Unsupervised Aspect 

Category Detection for Sentiment Analysis With 

Co-Occurrence Data.In contrast to most existing 

approaches, the first method presented is an 

unsupervised method that applies association 

rule mining on co-occurrence frequency data 

obtained from a corpus to and these aspect 

categories. 

Md Shad` Akhtar, Deepak 

Gupta,AsifEkbal,Pushpak Bhattacharyya [8] 

proposed Feature Selection and Ensemble 

Construction: A Two-step Method for Aspect 

Based Sentiment Analysis. To present a 

cascaded framework of feature selection and 

classifier ensemble using particle swarm 

optimization (PSO) for aspect based sentiment 

analysis. We use the features that are identified 

based on the properties of different classifiers 

and domains. 

 

 

 

 

 

III. PROPOSED SYSTEM DESIGN 

 
 

Figure 1 : Proposed system design

1. Data Prepossessing: Then we will apply 

various pre-processing steps such as stop word 

removal, stemming (Porters algorithm), 

lemmatization it is nothing but a stemming 

features and data cleaning to make our dataset 

proper. 

2. Feature Extraction: The new feature extraction 

is for classification purpose by taking control of 

previously extracted features. There are 4 

methods which are used to extract the features 

are as follows:-Tokenization, Stop-word 

Removal,  steaming, Negation etc.  
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3. Aspect classification :In this phase train 

moduleis executed to generate the background 

knowledge, and classify the aspect from test data 

using machine learning algorithm. 

4.Classification:MachineLearning algorithm 

classifies each aspect which is in consumer 

review into positive or negative by considering 

all aspect and their linkages. Then supervised 

machine learningis applied in order to train the 

classifier. Here class data is present at the 

beginning. The dataset has sued as given  below 

in the table. 

 

IV. RESULTS AND DISCUSSION 

The below table shows the aspect classification 

accuracy for proposed twitter data, with proposed 

experimental analysis. The proposed system has 

been run on java Technology with java web 

environment and Android application using 

Application Interface(API), some in-built 

functions have been used during the feature-

selection. Its is also used for extraction which 

explores the various experiment analysis which is 

illustrated in table 2. 

 
Table 2 : Classification accuracy of system 

with various machine learning algorithm 

Category Accuracy 

(RNN) 

Accuracy 

(Naïve 

Bayes) 

Accuracy 

(SVM) 

Food 80.50 89.20 85.30 

Price 75.20 90.40 81.10 

Service 85.40 91.00 82.30 

Location 90.10 92.30 89.70 

Staff 92.30 94.00 94.80 

 

V. CONCLUSION 

The system aspect classification with sentiment 

analysis using machine learning algorithm, 

system takes input from run-time twitter data and 

apply NLP approach for data pre-processing as 

well as normalization. The stemming or lemmas 

feature is used to extract with the help of porter 

stemming algorithm and prove the data using 

various feature extraction and feature selection 

algorithms. Once feature selection is done, then 

we do data splitting using 10 fold cross validation 

and apply that to training and testing algorithm 

respectively. The train module is used for 

Background Knowledge (BK) during the testing. 

The experimental analysis shows the 

effectiveness of system than the other 

classification algorithm or techniques. 
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Dataset Name Dataset type Instances 

SemEval-14 Train 3500 

Twitter + 

Semeval14 

Test 25000 


