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ABSTRACT 

 
ARTICLE INFO 

Now days, universities are taking the theoretical exams on the papers, after exams the 

answer sheets are to be checked by the professors. The evaluation might be differ as 

per the professor and also the answers written by the student, so it will affect the 

result of student but the evaluation should be accurate and as per the intellectual of 

student the marks are given. We are implementing the system evaluate the theoretical 

answers written by the students using NLP (Natural Language Processing). NLP 

helps to perform semantic analysis from large text collection. With help of NLP we 

are going to check the subjective answer step by step using the natural language 

processing steps the step are elaborated further. This can lead to minimize the human 

errors and efforts while checking the answers manually. This can give us fair 

evaluation of answers written by the applicant. This can also reduce the time of 

releasing results. 
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Employment. 
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I. INTRODUCTION 

Nowadays ,when it comes to subjective checking we all 

know that humans can be fallible so to lest that from 

happening we are going to introduce our system which can 

check the subjective answers automatically evaluated as 

per the content written by the applicant. We are 

implementing this project using NLP (Natural Language 

Processing).NLP helps to perform semantic analysis from 

large text collection. With help of NLP we are going to 

check the subjective answer step by step using the natural 

language processing steps the step are elaborated further. 

There are system which are currently using the system for 

only essays and paragraph writing, we are developing 

behavior system which can more accurate than the existing 

system. This can give us fair evaluation of answers written 

by the applicant. 

 

II. MOTIVATION 

 

Focusing on making less use of paper which will lead a 

big hand is saving Green culture, in other words making 

use of Green computing. 

III. NATURAL LANGUAGE PROCESSING 

 

Natural Language Processing (NLP) refers to AI method 

of communicating with intelligent systems using a natural 

language such as English. Processing of Natural Language 

is required when you want an intelligent system like robot 

to perform as per your instructions, when you want to hear 

decision from a dialogue based clinical expert system, etc. 

 

The field of NLP involves making computers to perform 

useful tasks with the natural languages humans use. The 

input and output of an NLP system can be Written Text. 

 

WORKING OF NATURAL LANGUAGE PROCESSING: 

 

Syntax and semantic analysis are two main methods used 

with natural language processing. Syntax is the 

presentation of words in a sentence to make well form 

sense. NLP uses syntax to evaluate meaning from a 

language based on grammatical rules. Syntax technique 

used include parsing (syntactic analysis for a sentence), 

word segmentation (which split a large section of text to 

units), sentence divide (which places sentence boundaries 
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in large texts), morphologic segmentation (which divides 

words into category) and stemming (which split words 

with inaction in them to root forms). Semantics include the 

use and meaning behind words. NLP applies algorithms to 

understand the meaning and formation of sentences. 

Techniques that NLP uses with semantics involve word 

sense summarize (which gets meaning of a word based on 

context), named entity identification (which discover 

words that can be classify into groups), and natural 

language generation (which will use a database to 

determine semantics behind words). 

 

IV. TF-IDF 

 

TF-IDF TF-IDF is a very important algorithm which is 

used in information retrieval. It can be termed as a 

numerical statistic which is used to calculate how 

important a word is in a document.it is frequently used as 

a weighting factor in searches of information retrieval, text 

mining and user modeling. the tf-idf value is directly 

proportional to the number of times a word appears in the 

given documentation and is set by the number of 

documents in the collection that carry the word. this is 

helpful to adjust for the fact that some words occurs more 

frequently in general.TF-IDF is a very common and 

mostly used algorithm for information retrieval. search 

engine uses this algorithm to fetch the information from 

the databases.it can be used for classification of data and 

figuring out the databases. 

 

TF: frequency which calculates how frequently a term or  

a word occurs in a document. since each document is not 

of same length, it is possible that a term would occurred 

much more time in a large documents rather than in a short 

documents.so the term frequency is calculated as TF(t) )= 

(Number of times term t occurred in a document) / (Total 

number of terms in the document.). 

  

IDF: some words occurs for a lot of times.eg ,the 

preposition, articles like for, a, an, on etc. this words has 

less importance thus the algorithm weighs down the 

frequent terms while scaling up the rare ones.it is 

calculated as IDF (t) = log E (Total number of documents / 

Number of documents with term t in It.) 

 

V. SYSTEM DESIGN 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1: Work flow of System 

DATASET: 

We have created our own dataset, By collecting the 

question and answers from different books and available 

online PDFs. 

 

First we take the raw data through csv file. There will be 2 

columns question and answer. Ex, if we are working on 

the topic operating system. We like store some questions 

and its answer in csv file. 

 

Example: (sample question from csv file Table 1) 

 

FIG. Table 1 

 

what is 
namespaces in 
c++? 

A:to avoid nameclases concept of 

namespace should be used.Namespace 

concept is introduced in c++.while it is 

as it is used in PHP.in C programming 

we can use header file.in c++ we can 

use header files as well as namespaces 

and in JAVA we can use concept of 

packages.Generally c++ is used in team 

development approach where multiple 

developer works on the same 

project.due to which,there may be a 

possibility that names of classes or 

names of functions can be same.Due to 

this same name ,compiler will generate 

error and to avoid it we can use the 

concept of namespace. 

The are two types of namespace 

1)predefined namespaces by c++ such 

as std 

2)userdefined namespaces written by 

the programmer. 
 

 

DATA PROCESSING & WRANGLING: 

Initially we will have a deliberation on what data we have. 

In this we will have discussion on what kind of data we 

want to retrieve on basis of some factors like data should 

not include stop words (articles, preposition). 

 

FEATURE EXTRACTION AND ENGINEERING: 

 

Unwanted data is removed and the important data is 

preserved. In feature extraction and Engineering, stop 

words are words which are prepositions filtered out after 

processing of natural language data. Short function words, 

such as the, is, at, which, and on. By this step, remove 

those stop words from your answer. 

Example: Filtered Data(Table 2) 

 

FIG. Table 2 

 

        Text To Filter 

A:to avoid nameclases 

concept of namespace should 

be used.Namespace concept 

is introduced in c++.while it 

        Filtered Text 

Avoid nameclass 
namespace should used 
namespace concept 
introduced while used 
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is as it is used in PHP.in C 

programming we can use 

header file.in c++ we can use 

header files as well as 

namespaces and in JAVA we 

can use concept of 

packages.Generally c++ is 

used in team development 

approach where multiple 

developer works on the same 

project.due to which,there 

may be a possibility that 

names of classes or names of 

functions can be same.Due to 

this same name ,compiler 

will generate error and to 

avoid it we can use the 

concept of namespace. 

The are two types of 

namespace 

1)predefined namespaces by 

c++ such as std 

2)userdefined namespaces 

written by the programmer. 
 

PHP C programming we 
use header file in c++  
java we can use concept 
of package genrally team 
development approach 
work same project which 
possibility names classes 
names function same 
name compiler generate 
error avoid concept 
namespace 
Two types namespaces 
predefined namespaces 
c++ std userdefined 
namespaces written 
programmer  

 

FEATURE SCALING AND SELECTION: 

 

We standardize the important data present in a data which 

are independent in a fixed range. If scaling is not 

performed then the algorithm will consider greater value 

as high and lower value as low irrespective of the unit of 

values. 

 

MODELLING: 

Machine learning algorithm: 

 

Machine learning algorithm TF IDF is used in this 

application for test mining. 

 

MODEL EVALUATION & TUNING: 

 

In this the model is evaluated.TF IDF will work on the 

important data. Classification of data will take place. The 

data is arranged in key value pair. Semantic, syntax 

analysis and all will be carried out 

 

DEPLOYMENT AND MONITORING: 

 

The model will be deployed and the model will be 

analyzed. The performance of the model will be calculated 

and analyzed. If the performance of a model is not 

satisfactory then again the input data will be increased and 

all the steps will be carried out 

 

VI. RESULT 

 

In the whole process using NLP & TFIDF algorithms the 

question written by the student is compared with the 

standard answer given in the csv file. And the result 

displayed on the screen is in the percentage of total marks 

given to the question. 

Accuracy of the system depends upon the dataset provided. 

Accuracy is directly proportional the size of dataset. About 

the accuracy of our system it can reach up to 80% to 85% 

on available dataset. 

 

VII. FUTURE SCOPE 

 

1. For future work, we are planning to extend the 

proposed architecture to make it. 

 

2. Compatible with Big Data analysis for all types 

of exams. 

 

3. We are also looking for analysis of diagrams in 

the exams in our system. 

 

VIII. CONCLUSION 

 

We have worked on TFIDF algorithm for carrying out test 

mining, the algorithm works on dataset created by our self. 

We have developed the framework which can be used by 

many organizations to organize the theoretical testing 

which can provide the accurate results of your test. 
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