
www.ierjournal.org            International Engineering Research Journal (IERJ), Special Issue Page 462-466, 2020 ISSN 2395-1621 

 

 

 
© 2020, IERJ All Rights Reserved  Page 1 

 

 

 

  ISSN 2395-1621 

 

Automated backup for every-day task 

by AWS 
 

Laxman Bhosale, Rajanigadha Jadhav, Amar Joshi, Nikhil Gudmewar,  

Ms. Sujata Asabe,  

 

Computer dept,G H Raisoni College of Engineering & Management, Pune , 

Maharashtra, india. 

 

 

 

ABSTRACT 

 
ARTICLE INFO 

As the growth of enterprise knowledge accelerates, the task of protective it becomes 

tougher. questions on the sturdiness and quantifiability of backup strategies area unit 

commonplace, together with this one: however will the cloud facilitate meet my 

backup and deposit needs?  Like I aforementioned, Its overhead for client to travel to 

every and each region and trigger backup of every service manually. it's terribly 

feverish in addition as time intense. and client may need to assign/hire further 

resources (Backup Admin team) for this task.Main shibboleth behind project is to 

create method of backing up customer's cloud(AWS) setting as simple as attainable. 

With single click client ought to backup explicit service from all region, therefore 

client will target their application. 
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I. INTRODUCTION 

Cloud backup, conjointly referred to as on-line backup or 

remote backup, could be a strategy for causing a replica of 

a physical or virtual file or information to a secondary, 

off-site location for preservation just in case of apparatus 

failure or catastrophe. The secondary server and storage 

systems square measure sometimes hosted by a third-party 

service supplier, WHO charges the backup client a fee 

supported cupboard space or capability used, information 

transmission information measure, range of users, range 

of servers or range of times information is 

accessed.Implementing cloud information backup will 

facilitate bolster AN organization's information protection 

strategy while not increasing the employment of 

knowledge technology (IT) workers. The labor-saving 

profit could also be important and enough of a thought to 

offset a number of the extra prices related to cloud backup, 

like information transmission charges. 

 

Most cloud subscriptions run on a monthly or yearly basis. 

whereas at the start used primarily by customers and 

residential offices, on-line backup services area unit 

currently usually employed by little and medium-sized 

businesses (SMBs) similarly as larger enterprises to make 

a copy some kinds of information. For larger corporations, 

cloud information backup might function a supplementary 

type of backup.A survey of backup techniques for file 

systems. Backups defend file systems from user errors, 

disk or alternative hardware failures, computer code errors 

which will corrupt the classification system and natural 

disasters. the foremost common uses of backups area unit 

to revive files deleted by users and to get over disk 

failures. because the capacities of recent disc drives still 

increase at a rate of over five hundredth p.a. for 

subsequent decade, networked computing environments 

can grow to incorporate multiple terabytes of disk storage. 

Meanwhile, the access times and information rates of disk 

andtape drives can increase at slower rates, regarding 2 

hundredth p.a.. These trends indicate that it'll take 

progressively long to scan the contents of a Winchester 

drive and write them to a backup device. Over time, 

ancient backup schemes area unit probably to prove too 

slowMost cloud subscriptions run on a monthly or yearly 

basis. whereas at the start used primarily by customers and 

residential offices, on-line backup services area unit 

currently usually employed by little and medium-sized 

businesses (SMBs) similarly as larger enterprises to make 

a copy some kinds of information. For larger corporations, 

cloud information backup might function a supplementary 
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type of backup.A survey of backup techniques for file 

systems. Backups defend file systems from user errors, 

disk or alternative hardware failures, computer code errors 

which will corrupt the classification system and natural 

disasters. the foremost common uses of backups area unit 

to revive files deleted by users and to get over disk 

failures. because the capacities of recent disc drives still 

increase at a rate of over five hundredth p.a. for 

subsequent decade, networked computing environments 

can grow to incorporate multiple terabytes of disk storage. 

Meanwhile, the access times and information rates of disk 

andtape drives can increase at slower rates, regarding 2 

hundredth p.a.. These trends indicate that it'll take 

progressively long to scan the contents of a Winchester 

drive and write them to a backup device. Over time, 

ancient backup schemes area unit probably to prove too 

slow 

Surveys and classifies existing backup 

techniques as a prelude to identifying the needs of future 

systems. The next section characterizes design issues for 

backup software. In today’s world, there is a huge 

increase in the electronic data. This requires large volume 

of data storage devices to store this large amount of data. 

These requirement leads to introduction of 3 Tera Byte 

HDD. Therefore, usually consumer prefers to store large 

amount of private data in cloud. Unfortunately, if cloud 

will be corrupted or damaged it leads to the loss of all 

important and private data then there should be some 

mechanisms to take back-up of the data, and provide the 

data at the time of cloud failure or loss of data.The plain 

data back-up techniques are having many reliability and 

security problems. However the plain back-up techniques 

are not convenient and reliable as well. So to overcome 

from plain data backup and recovery problem, it requires 

more safe and effective system such as RAID (Redundant 

Array Independent Disk), HSDRT , PCS , ERGOT , 

Linux Box , Cold and Hot back-up technique , SBBR , 

REN etc. These systems provide high privacy protection 

and reliability however some increases the cost where as 

some are unable to maintain the implementation 

complexity low. Although many backup and recovery 

techniques have been proposed during last few years in 

the computing domain; however, real world scenarios 

remain a challenge. In this review paper, we focuses on 

the various techniques of back-up and recovery on cloud 

computing. Each technique is greatly affected in real time 

scenario either in redundancy point of view or security 

point of view or complex algorithm’s implementation 

point of view. 

 

Surveys and classifies existing backup techniques as 

a prelude to distinctive the requirements of future systems. 

following section characterizes style problems for backup 

computer code. In today’s world, there's a large increase 

within the electronic information. this needs giant volume 

of knowledge storage devices to store this massive 

quantity of knowledge. These demand ends up in 

introduction of three Biu-Mandara computer memory unit 

HDD. Therefore, sometimes shopper prefers to store great 

amount of personal information in cloud. sadly, if cloud 

are corrupted or broken it ends up in the loss of all vital 

and personal information then there ought to be some 

mechanisms to require back-up of the info, and supply the 

info at the time of cloud failure or loss of knowledge.The 

plain information back-up techniques area unit having 

several reliableness and security issues. but the plain 

back-up techniques aren't convenient and reliable 

similarly. thus to beat from plain information backup and 

recovery downside, it needs additional safe and effective 

system like RAID (Redundant Array freelance Disk), 

HSDRT , PCS , ERGOT , Linux Box , Cold and Hot 

back-up technique , SBBR , REN etc. These systems give 

high privacy protection and reliableness but some will 

increase the value wherever as some area unit unable to 

take care of the implementation quality low. though 

several backup and recovery techniques are planned 

throughout previous few years within the computing 

domain; but, globe eventualities stay a challenge. during 

this review paper, we have a tendency to focuses on the 

varied techniques of back-up and recovery on cloud 

computing. every technique is greatly affected in real time 

state of affairs either in redundancy purpose of read or 

security purpose of read or advanced algorithm’s 

implementation purpose of read. 

 

II. LITERATURE SURVEY 

 

This section of the literature survey eventually 

reveals some facts based on thoughtful analysis of many 

authors work as follows. 

 

2.1 Disaster Recovery with Minimum duplicate arrange 

for responsibility Checking in Multi-Cloud Mohammad M. 

Alshammaria, Ali A. Alana, Align Nordina , Abedallah 

Zaid Abualkishikb, The ninth International Conference on 

close Systems, Networks and Technologies (ANT 2018) 

Elsevier 

Presented knowledge recovery just in case of a disaster in 

a very Multi-Cloud atmosphere. we have a tendency to 

propose a preventive approach for knowledge backup and 

recovery aiming at minimizing the quantity of replicas and 

guarantee high responsibility for knowledge before the 

disaster. The approach named Preventive Disaster 

Recovery arrange with Minimum duplicate (PDRPMR) 

that could be a cost-efficient mechanism to cut back the 

quantity of replications within the cloud to be one or 2-

replicas solely while not compromising the information 

responsibility. The name PDRPMR originates from its 

preventive action checking of the supply of replicas and 

observance of denial of service attacks to take care of 

knowledge responsibility. many experiments are dole out 

to demonstrate that PDRPMR reduces the quantity of 

space for storing utilized by one third to common fraction 

compared to typical 3-replicas replication methods, that 

successively reduces the price of storage 

 

.2.2  Cheng H., Huseyin S., Yikang  X., Aaron O., Brad C., 

Parikshit G., Jin L. and Sergey Y. Erasure writing in 

Windows Azure Storage, in Proceedings of the 2012 

USENIX Annual Technical Conference, Boston, MA, 

(USA), 2012. p. 2-13. ten :The planned system is AN 

exponential information responsibleness model within 
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which the failure rate of every disk was constant. the idea 

in recent studies victimisation Markov process models to 

research information responsibleness has been that every 

one disks in a very storage system fail at identical rates; 

but, this assumption doesn't replicate what really happens. 

the speed at that disk drives fail follows a curve that's 

typically delineated  because the “bathtub curve,” 

exhibiting high failure rates within the disk’s earliest 

stages. Similarly, high failure rates because the disk 

approach the tip of its life and a relentless and low rate 

between those 2 points. Besides, a dynamic information 

replication strategy that was each cost-efficient and 

provided sensible information responsibleness in cloud 

information centers was planned by the work in10. The 

proposal was for progressive replication to cut back the 

typical total range of replicas while not reducing the 

information responsibleness. However, within the case of 

semipermanent storage or storage with notably high 

responsibleness demand, this approach may result in 

additional than 3 information replicas; so, its result in 

reducing the quantity of used storage is restricted. The 

passenger was the name given to AN erasure-coded 

storage system planned in11. In distinction to direct 

information replication, erasure writing divides the 

information into many blocks, every of that is hold on 

with further erasure writing blocks. The approach 

combines moderately high information responsibleness 

with a notably low level of information redundancy. 

 

2.3 Gu, Y., Wang, D., and Liu, C. DR-cloud: multi-cloud 

based disaster recovery service. Tsinghua Science and 

Technology, 2014; 19(1):13–23. :The propose a model for 

DR based on Multi-Cloud that introduced multiple cloud 

providers in a single interface. However, the issues of data 

services continuity in cloud environment during and after 

the disaster have not been discussed in their work. 

Furthermore, Sengupta and Annervaz8 present their multi-

site DR data distribution, including their system 

architecture, theories, data center details.Last but not the 

least; the work in12 introduces a new cost-effective data 

reliability management approach named Proactive Replica 

Checking for Reliability (PRCR). PRCR attempts to 

determine the minimum number of replica to be created 

ensuring high reliability rate and low storage space 

consumption for massive data in single-cloud paradigm. 

However, PRCR has been designed towork on single-

cloud environment in which only one single Cloud 

Provider (CP) will be deployed. Therefore, it is 

inappropriate to directly adopt PRCR approach for 

disaster recovery in multi-cloud architecture in which 

several CPs are connected together 

. 

III. PROPOSED SYSTEM 

 

 Objectives and Scope: 

Automation is vital below these ideas, thus with this 

document we wish to point however simple is to setup a 

completely machine-controlled system exploitation 

Lambda functions written in Python and regular during a 

each day to satisfy the necessities.Last however not least, 

storage usage is additionally necessary here. If you have 

got many snapshots, and you don’t delete them suitably, 

you finish up having TB of recent, useless information. 

Removing snapshots supported a retention policy is 

incredibly necessary during this method too. 

Lets define first the pre-requisites to have this properly 

working in our AWS account: 

 

Setup IAM Permissions 

1. Go to Services, IAM, Create a new Role 

2. Write the name (ebs-lambda-worker) 

3. Select AWS Lambda 

4. Don’t select any policy, click Next, and Create Role. 

5. Select the new role, and click Create Role Policy 

6. Go to Custom Policy, click Select 

7. Write a Policy Name, (snapshot-policy), and paste the 

content  

Create Lambda Backup Function: 

 This initial operate can enable North American nation to 

backup each instance in our account beneath the region 

we have a tendency to place the lambda operate, that 

contains a “Backup” or “backup” key tag. No have to be 

compelled to indicate a price here. 

 

Before making the operate i'd wish to concisely make a 

case for what it will. The script can hunt for all instances 

having a tag with “Backup” or “backup” on that. As 

presently as we've got the instances list, we'd like to urge 

all the EbS volumes on every instance so as to possess the 

list of EBSs to be saved. Also, it'll explore for a 

“Retention” tag key which is able to be used as a retention 

policy range in days. If there's no tag therewith name, it'll 

use a seven days default worth for every EbS instance. 

when making the photograph it creates a “DeleteOn” hang 

on the photograph indicating once are going to be deleted 

victimisation the Retention worth and another Lambda 

operate that we have a tendency to make a case for anon 

this document. 

 

System design Diagram 

 

User: 

A user could be a one who utilizes a pc or network service. 

Users of pc systems and software system merchandise 

usually lack the technical experience needed to 

completely perceive however they work. 

Backup: 

Refers to the repeating of physical or virtual files or 

databases to a secondary location for preservation just in 

case of apparatus failure or catastrophe. the method of 

backing up information is crucial  to a winning disaster 

recovery set up 

 

Triggers: 

To create a rule that triggers on AN action by AN AWS 

service that doesn't emit events, you'll be able to base the 

rule on API calls created by that service. The API calls 

area unit recorded by AWS Cloud path. For a lot of data 

regarding the API calls that you just will use as triggers 

 

Database: 

Amazon RDS backups 
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Backups area unit a key element of a DR arrange for your 

info. Amazon RDS supports 2 differing types of backups: 

machine-driven backups, and manual snapshots. 

 

 Amazon RDS backups follow these rules: 

Your dB instance should be within the ACTIVE state for 

backups to occur. 

Automated backups and automatic snapshots don't occur 

whereas a duplicate is execution within the same Region 

for constant dB instance. 

The first exposure of a dB instance contains the info of the 

complete dB instance. 

The exposures taken when the primary snapshot area unit 

progressive snapshots. this implies that solely the newest 

modified information is captured and saved. 

If it’s a Multi-AZ configuration, backups occur on the 

standby to cut back impact on the first. 

 

 

Figure 1: System Architecture Diagram 

 

IV.EXISTING SYSTEM 

 

REMOTE DATA BACK-UP SERVER : 

Remote knowledge Backup server may be a server that 

stores the most cloud’s entire knowledge as a full and 

situated at remote place (far faraway from cloud). And if 

the central repository lost its knowledge, then it uses the 

data from the remote repository. the aim is to assist 

shoppers to gather data from remote repository either if 

network property isn't offered or the most cloud is unable 

to produce the information to the shoppers. As shown in 

Fig one, if shoppers found that knowledge isn't offered on 

central repository, then shoppers ar allowed to access the 

files from remote repository (i.e indirectly) 

 

 
Figure2:Remote Data Back Server 

 

DATA REPLICATION IN MULTI- CLOUD: 

 

The reproduction management module sporadically scans 

all information to confirm that the information 

responsibility is maintained. the information table scans 

the information to come to a decision whether or not a 

reproduction should be checked. every scan spherical 

within the information table is termed a scan cycle, that is 

about to a hard and fast worth. The reproduction 

management module endlessly monitors the information 

table to understand once the files need checking. once 

checking is needed, the module retrieves the information 

from the information table and sends it to the virtual cloud 

machine, that performs the desired actions before causing 

the information file back to the reproduction management 

module. once a reproduction has been lost, the 

reproduction management module initiates the creation of 

a replacement. 

 

 

 
Figure3:Data Replication in Multi Cloud 

 

V. CONCLUSION 

 

Gartner has recognized AWS as a pacesetter publically 

cloud storage services17. AWS is well positioned to assist 

organizations move their workloads to cloud-based 
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platforms, succeeding generation of backup. AWS 

provides efficient and climbable solutions to assist 

organizations balance their necessities for backup and 

archiving. These services integrate well with technologies 

you're victimisation nowadays 
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